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Abstract—AI-powered translation is a promising solution to
the language barrier faced by the Bahnar people. However,
developing low-resource text-to-speech translation systems is
challenging. The authors propose a mobile application called
BaNaVA to address these challenges. BaNaVA uses a combination
of natural machine translation and linguistic analysis to translate
between Vietnamese and Bahnaric with high accuracy, while also
using a voice conversion system to convert the voice quality
to match that of a genuine Bahnar individual. They incur as
two connected and important services residing inside the logical
framework of the application. BaNaVA is designed using micro-
services and React Native software framework, which allows
the application to be developed cross-platform. This mobile
application utilizes specific neural machine translation (NMT)
and text-to-speech (TTS) technologies to efficiently operate within
the edge computing environment of popular mobile devices.

Index Terms—natural machine translation, low-resource lan-
guage, mobile application, text-to-speech, voice conversion

I. INTRODUCTION

The community of Bahnaric ethnic minority, pronounced
as [áa:na:] in Vietnamese dialect, constitutes a significant
proportion of rich customs and heritage to the breadth of Viet-
namese culture. Their spoken and written Bahnaric language
belongs to the Mon-Khmer branch in the Central Highlands,
with a current population figure estimated at over 280,000.
Despite the egalitarian community spirit, the Bahnar folks face
significant challenges in accessing information and engaging
with mainstream society due to the language barrier. However,
recent advancements in artificial intelligence (AI), particularly
natural machine translation (NMT), offer a glimmer of hope.

AI-powered translation offers a promising solution to break
the language barrier faced by the Bahnar people. NMT sys-
tems have made remarkable advancements in recent years,
achieving unprecedented levels of accuracy and fluency. This
has made it possible to translate a wide range of document
types, including government documents, educational materials,
and news articles, from general Vietnamese to native Bahnaric
dialect. As a result, the continued efforts are shown to be ben-
eficial for the community themselves. Firstly, it can enhance
their access to information and essential services. For exam-
ple, Bahnar people can utilize readily available translation
systems to access government websites, read news articles,
and translate educational materials with minimal assistance.
Secondly, AI-powered translation can help to break down
language barriers and promote inclusivity. It allows Bahnar
people to engage with mainstream society on an equal basis
and participate in civic affairs. Finally, AI-powered translation
helps to preserve the Bahnaric language and culture of the
people in the digital medium, making Bahnaric contents more
accessible in the palm of their hand. In turns, these transla-
tion tools encourage individuals to use their languages more
frequently and transcend it to future generations.

Besides, contemporary modus operandi for AI-powered
translation relies on text-to-speech (TTS) systems to perform
language interpretation at the expense of large datasets. For
rather low-resource languages like the Bahnaric family, col-
lecting such pool of data is a formidable task without certain
diminishing factors that affect quality and accuracy. This
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results in poorly-pronouncing TTS systems that hinder general
communication. In addition, since the Bahnaric people and
other communities live in remote areas where it is difficult
to deploy modern information systems, mobile applications
are undoubtedly the most effective modes of exchanging
information. However, since NMT and TTS techniques often
require high computing resources with large-scale data pro-
cessing infrastructure, we need to find appropriate approaches
to develop mobile applications based on lightweight AI models
that can translate and synthesize speech effectively for the
Bahnaric people. To address these issues, we introduce Ba-
NaVA, a cross-platform AI-powered mobile application that
aims to strengthen and sustain the Bahnaric languages with
convenience of communication in mind. On a basic level,
the application offers the following features for well-delivered
translation services:

• BaNaVA uses a translation mechanism that combines the
strengths of NMT and the analysis of linguistic similari-
ties between Vietnamese and Bahnaric. This allows fluent
conversion between the two dialects with high accuracy
while maintaining coherence and cohesion in a small-
scale infrastructure. This makes it possible to deploy on
a mobile environment where resources are scarce.

• BaNaVA implements a voice conversion system that not
only performs TTS but also converts the voice quality to
match that of a genuine Bahnar individual. Due to the
low-resource nature of Bahnaric, we have proposed an
effective approach that combines the Grad-TTS model
and the StarGANv2-VC model to achieve this objective.

• BaNaVA is designed using micro-services and React
Native software framework, which allows the application
to be developed cross-platform. It also enables fluid and
responsive interaction for users with minimum stuttering
during the utilization of translation models. Currently, the
application is available on two platforms, Android and
iOS, to provide users hands-on experience of our services.

II. RELATED WORKS

A. Machine translation system on relatively-sized models

Early machine translation models followed a standard struc-
ture with two main components: an encoder to process input
data and a decoder to generate translated sentences. These
models used either two RNNs or two LSTMs, a more sophis-
ticated type of RNN. These predecessor designs allowed for
a seamless process of reading, understanding, and translating
texts that are systematically nuanced However, RNN models
encountered challenges in retaining information from exten-
sive input sequences. The advent of attention mechanisms like
Bahdanau Attention [3] and Luong Attention [4] established a
foundation for subsequent research, not only in machine trans-
lation but also in diverse fields such as question-answering
systems, information retrieval, and information extraction.

To address the challenge of limited data availability, some
researchers have explored the use of multilingual models,
some coupled with encoders and decoders for specific lan-

guage pairs [9]. For example, the BARTpho model has pre-
trained weights specifically optimized for Vietnamese vocab-
ularies [10].

B. Text-to-speech (TTS) system

Text-to-speech synthesis involves the transformation of writ-
ten text into spoken words with the aim of creating artificial
speech that closely mirrors human speech. Recently, booster
models to the current TTS system such as those incorporating
Tacotron 2 model and the WaveGlow neural encoder was
announced [12]. In 2020, Tacotron 2 model and the Hifi-gan
vo-coder was the latest pairing attempt to speech synthesis
[13]. The highest standard TTS, the Grad-TTS model [14],
addresses the limitations of previous models such as the
need for large data sets, unnatural sound, lack of intonation,
and difficulty in processing long passages. Currently, it has
achieved positive results in English. Because Bahnaric dialects
does not have the same intonation as English and has a simpler
syllable structure, it is expected to produce positive results in
synthesizing Bahnaric speeches that are of low-resource.

C. Voice conversion techniques

Voice conversion (VC) refers to a method used to change the
identity of one speaker’s voice into another while retaining the
linguistic content. The first approach broadcasts the use of an
auto-encoder [15] to eliminate speaker-dependent information.
However, the converted speech quality relies on the extent
to which linguistic information can be extracted from the
latent space. To alliviate this issue, GAN-based methods like
CycleGAN-VC3 [16] employ a discriminator to guide the
decoder in generating speech resembling the target speaker.
Conversely, the last category in the batch takes advantages of
TTS systems to extract aligned linguistic features from the
various unconditioned input speech. Most notably, Cotatron
[17], AttS2S-VC [18], and VTN [19] models impart the
converted speaker’s identity to closely resemble that of the
target speaker.

III. BAHNARIC PHONOLOGICAL SYSTEM

For any speech synthesis paradigm, understanding the
phonological system of the target language is essential. The
passage in Figure 1 depicts an example of Bahnaric language.
Because the language has unique sets of characters and stress
symbols, input parsing modules from other languages cannot
be used. Therefore, we conducted a detailed analysis of the
language and developed a set of pseudo-phonemes specifically
for Bahnaric expressions.

Fig. 1. Sample of a newsletters paragraph written in Bahnar language

An alphabet standardizes sets of written symbols and letters
that represent the sounds of a language. For the Bahnaric
language, its alphabet consists of four categories: monophonic
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characters, diphthong vowels, double consonants and triple
consonants, which are all illustrated in Figures III(a), III(b),
III(c), and III(d) respectively. In addition to the basic con-
sonants and vowels in common alphabets, many letters in
the language have diacritics to indicate stress. Diphthongs are
also common, where two vowels are paired together to form
long sounds. On the other hand, several consonants can be
combined to form consonant digraphs or trigraphs, which are
unvoiced part of speech.

(a) Monophonic characters in Bahnar language

(b) Diphthong vowels using Bahnaric phonemes

(c) Double consonants using Bahnaric phonemes

(d) Triple consonants using Bahnaric phonemes

Fig. 2. Different examples in using Bahnaric phonemes.

Speech synthesis for two languages works by mapping each
word in the input text to a corresponding phoneme sequence
based on the alphabets of both languages. The analysis module
in Figure 3 processes the input text and produces a phoneme
sequence, which is then used to train the Grad-TTS in the Ba-
NaVA architecture in order to output a meaningful sequence.

Fig. 3. An example of Bahnaric speech synthesis procedure

IV. BANAVA SYSTEM ARCHITECTURE

We introduce the foundation for BaNaVA mobile applica-
tion in Figure 4. Its architectural design is a three-layered ap-
proach that ensures low-resource deployment, tight application
integration, and cross-platform compatibility.

The business layer is the core language synthesis compo-
nent of BaNaVA. It consists of two main services: one that
translates Vietnamese text into Bahnaric dialects using a com-
bination of linguistic engineering techniques, and another that
converts the output into synthesized speech. Two checkpoints
are marked in black in the pipeline, corresponding to halting
points where the process can stop based on the options selected
in the presentation layer.

The bottom layer of the mobile application caches data for
use in the synthesis model, including chunks of Vietnamese
words fragmented to map to Bahnaric vocabulary, and frag-
ments of voice recordings or constituents downloaded from
the server hosting all the speeches of various dialects. Lastly,
a local model acts as a gateway to communicate with the
service pipeline, sending and receiving requests to and from
the language hosting server.

V. VIETNAMESE-BAHNARIC TRANSLATION SERVICE

For an overview, Figure 5 illustrates the comprehensive
translation process from Vietnamese to Bahnaric.

Bahnaric languages are classified as low-resource due their
limited linguistic data for natural language processing tasks.
This makes conventional machine translation methods imprac-
tical and inefficient, as they rely on large parallel datasets
for training. However, Vietnamese and Bahnaric languages
share some structural features in their grammar, such as word
order, morphology, and syntax. Leveraging these similarities
can facilitate the machine translation process and improve
the quality of the output. Our proposed chunking translation
approach combines word mapping and fine-tuning of BN-
BARTpho, which is specifically for machine translation.

The chunking translation approach is less computationally
intricate compared to traditional methods that necessitate com-
plete sentence alignment and parsing. The proposed method
encompasses an end-to-end pipeline with two primary phases:

• Segmentation Phase: This initial stage of the machine
translation process takes a Vietnamese sentence as input
and uses methods such as word segmentation and named
entity recognition (NER) to identify anchors and chunks
within the sentence. Anchors are words or phrases that
can be directly translated to Bahnaric, while chunks are
words or phrases that require further processing. The
output of this stage is a list of anchors and chunks that
collectively form the input sentence.

• Mapping Phase: In this subsequent phase, the list of
anchors and chunks serves as input and undergoes var-
ious techniques for their translation into Bahnaric. For
anchors, the specific mapping method employed depends
on whether they are words listed in the dictionary or
entities. For dictionary words, a word mapping method
is utilized, referencing a bilingual dictionary to find the

Fig. 4. Complete mobile infrastructure design for BaNaVA
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Fig. 5. Proposed pipeline for Bahnaric translation service

Fig. 6. An execution example for the Bahnaric translation service

corresponding Bahnaric word. Entities, on the other hand,
undergo an entity mapping method employing phonetic
rules to convert the Vietnamese entity into its Bahnaric
counterpart. Chunks, on the other hand, are translated into
Bahnaric phrases using a fine-tuned BARTpho model [9].
The output of this phase is a list of translated segments
derived from both anchors and chunks.

After two phases, the list of translated segments is concate-
nated together to form a complete sentence. Figure 6 depicts
an example run of the service from a Vietnamese sentence to
a Bahnaric equivalence based on our proposed pipeline.

VI. BAHNARIC VOICE CONVERSION SERVICE

This essential secondary service is composed of two primary
modules: Text-to-Speech and Voice Conversion, which are
depicted in Figure 7. The Bahnaric text-to-speech module
generates a natural-sounding voice from the input text using
a vocoder and an acoustic model. The vocoder converts the
acoustic properties generated by the acoustic model into sound

Fig. 7. Proposed pipeline for Bahnaric voice conversion service

waveforms. The acoustic model takes into account the phonetic
context of each phoneme in the input text to generate accurate
acoustic properties.

Following this, the resulting sound waveforms are directed
to the Voice Conversion module to generate alternate types
of native voices based on a reference voice. This module is
constructed from three main component models designed to
extract voice characteristics, transform the voice, and convert
the mel-spectrogram into a human-audible waveform. Our
text-to-speech system comprises three principal elements, out-
lined in Figure 8. Initially, the Text Analysis module dissects
the text into a pseudo-phonetic representation tailored for
neural network processing.

The second module involves an acoustic model rooted in
Grad-TTS. Given a set of pseudo-phonemes as input, this
model undergoes a training process to generate the mel-
spectrogram representation. A mel-spectrogram constitutes a
spectrum representation of sound waves, featuring two dimen-
sions: frequency and time. These representations offer detailed
insights into prevalent frequency bands at each moment within
the sound wave. Both the extraction of mel-spectrograms from
sound waves and the conversion of sound waves from mel-
spectrograms are feasible through the inverse problem. For
specific technical architectural details, these can be referred
to in prior related works; in this publication, we refrain from
delving into intricate technical specifics to ensure accessibility
to a broader audience.

The final stage is executed by the vocoder, employing the
HiFi-GAN network [24] to convert the output from the mel-
spectrogram into a waveform. Notably, instead of utilizing
a pre-trained HiFi-GAN designed for the English language,
we retrained a pre-existing HiFi-GAN-BN system specifically
adapted for Bahnaric to produce the ultimate voice output.

The Grad-TTS model has the capacity to articulate Bahnar
vocabulary without limitations. However, due to the limited
linguistic resources available for this language, the sound
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Fig. 8. Expanded processing pipeline for GradTTS module

quality still lacks the natural nuances of human speech. To
address this issue, we propose implementing the StarGANv2-
VC model to transform the voice synthesized by Grad-TTS
into a sample voice that resembles a native Bahnar voice.

VII. EXPERIMENTAL RESULTS

A. The cross-platform AI mobile BaNaVA appliction

We have developed a cross-platform AI as discussed above.
This app is available on both iOS and Android environment.
Interested users can download app at:

• iOS App: https://apps.apple.com/vn/app/d%E1%BB%
8Bch-thu%E1%BA%ADt-ba-na/id6462193072?l=vi

• Android App: https://play.google.com/store/apps/
details?id=com.hcmut.bahnar&pcampaignid=web share.

Figure 12 illustrates the interfaces of these two apps.

(a) iOS version (b) Android version

Fig. 9. Application BaNaVA in iOS and Android environment.

B. Performance of Vietnamese-Bahnaric translation service

We conducted experiments using a Vietnamese-Bahnaric
dataset. This dataset consists of formal greetings, formal
and informal conversations, narrative stories, and folktales

composed in Bahnar Kriem. The dataset was segmented into
three subsets: a training set, a test set, and a validation set,
allocated for training, testing, and validation, respectively.
Each subset comprises two text files. The first file stores
Vietnamese sentences (saved as .vi files), while the other file
contains Bahnaric sentences (saved as .ba files). In total, the
training set consists of 16,105 sentence pairs, the test set
comprises 1,988 pairs, and the validation set encompasses
1,987 pairs of sentences.

Following thorough research and multiple experiments con-
ducted on the dataset, the authors calculated the respective
BLEU scores for each model, presented in Table I. The
obtained results indicate that the BN-BARTpho model se-
cured the highest BLEU score, showcasing its outstanding
efficiency within our methodology. These findings underscore
the remarkable performance of the BN-BARTpho model in
our research pursuits.

C. Performance of Bahnaric voice conversion service

In order to evaluate the voice conversion quality in Bahnaric,
we created a user evaluation interface. This interface presented
users with a set of 20 questions, each representing a unique
evaluation scenario.

Regarding the scoring system, users were provided with a
6-level scale ranging from -1 to 100. This scale was designed
to encompass a wide spectrum of perceived quality. It aims to
convey to the evaluator the broad spectrum of sound quality,
ranging from significantly subpar to human-level excellence.
The evaluation results were gathered from 46 voluntary par-
ticipants, and their statistics are depicted in Table II.

As indicated in Table II, there were no instances of poor
quality in the original voice samples recorded by native
speakers. Regarding the voice conversion models, the VC-
original model is trained using data from the original voice,
while the VC-GradTTS model is trained with an appropriate
volume of data from the source domain derived from the Grad-
TTS output. In particular, the VC-Grad-TTS model exhibits
superior performance. The number of samples with poor to fair
quality is notably reduced (representing 0.87%). Additionally,
most samples generated by this model are evaluated as ranging
from good to perfect. The mean evaluation score is also high
at 80.33, falling within the range of good-quality sound.

TABLE I
BLEU SCORE COMPARISON

BETWEEN BN-BARTPHO AND OTHER BAHNAR INFUSED MODEL

Model BLEU
Transformer 28.78
PhoBERT-fused
NMT

38.49

BARTphoEncoderPGN 47.91
Loanformer 42.63
PE-PD-PGN 49.00
BN-BARTpho 49.20
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TABLE II
STARGANV2-VC SCORE COMPARISON WITH VC-ORIGINAL AND

VC-GRADTTS

Quality of recordings (%)Sample type
-1 ↓ 0-

49
↓

50-
69
↑

70-
89
↑

90-99
↑

100
↑

Mean score

Original 0.0 0.0 2.06 56.31 39.02 2.61 87.12
VC-
Original

0.0 4.24 30.22 52.39 11.96 1.19 74.07

VC-
GradTTS

0.0 0.87 18.26 55.54 23.59 1.74 80.33

VIII. CONCLUSION

In this paper, we introduce application BaNaVA that aims
to preserve the Ba Na language. To achieve this goal, the
application supports translation and pronunciation of the Ba
Na language on mobile phones. We have developed specialized
NMT and TTS techniques to efficiently execute these AI
models on commonly used smartphones by the Ba Na people.
This application has been developed as a cross-platform solu-
tion and is available on both iOS and Android environments.
Experimental results demonstrate that our AI models have
achieved promising outcomes and are practical for real-world
use.
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