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Abstract—The widespread use of social networks has led to an
increase in the number of users and posts on these platforms.
However, the proliferation of fake news, particularly in the
healthcare sector due to the COVID-19 pandemic, has become
a significant concern. This has become a significant concern as
accepting such fake news can have severe consequences on the
health and lives of those who are exposed to it, leading to con-
fusion, social disorder, and reputational damage for individuals,
organizations, and businesses. Therefore, the automatic detection
of fake news on social networks is of utmost importance. In this
study, we propose the FANSOG model, which utilizes K-SOM
to cluster articles and a graph-based model to automatically
detect non-query fake news. Our findings demonstrate that the
FANSOG model outperforms other state-of-the-art models in the
same research direction.

Index Terms—Fake News Detection, Graph Neural Network,
K-SOM clustering

I. INTRODUCTION

Detecting fake news on social media presents novel and
complex research challenges. Despite the issue of fake news is
not unprecedented, government and organizations have utilized
various forms of media to conduct propaganda or influence
activities for centuries. However, the exponential growth in
the number of social media users and the posts has intensified
the spread of fake news and made it more challenging to
manage. Furthermore, fake news has become increasingly
varied in structure and content. These characteristics have
made the early detection of false information increasingly
difficult, particularly for automated detection methods that
leverage machine learning techniques.

The methods for detecting fake news can be broadly cate-
gorized into two approaches:

• Non-query approach: This method detects fake news
solely based on the content and style of the article.

• Query approach: This method detects fake news by
querying external information, such as user profiles,
user interactions, engagement metrics, and news-related
metadata. Additionally, search engines like Google can
be leveraged to find additional evidence to distinguish
between fake and real news.

The non-query method for detecting fake news through
content and style features can aid in early detection. However,
it is faced with difficulties due to the numerous types of

fake news in terms of form and content. Depending solely on
conventional text classification techniques can pose significant
challenges, mainly due to the following two distinctions:

• Fake news with distinct content or subject matters may
fall into the same category (Fake/Real).

• Fake and real news may contain comparable content
(with only a few variations in writing style or character
differences).

Consequently, the application of traditional text classifica-
tion models results in a noisy learning model that fails to
concentrate on the general themes or forms of fake news
text groups, making it challenging to differentiate between the
two classes when sentences with the same topic but different
writing styles belong to separate categories.

To address the issue of using traditional text classification
methods for fake news detection, we propose the FANSOG
(FAke News Detection using SOM and Graph Neural Net-
work) model to automatically detect fake news based on their
content, especially in the healthcare field. To achieve this, we
use the K-SOM clustering technique to group similar text,
creating a graph relationship between clusters. This graph
relationship allows us to apply the Graph Neural Network-
based method to classify fake and real news. Our contribution
are stated as follows.

• We leveraged text clustering techniques to group similar
content texts, thus augmenting the model’s learning ca-
pacity to classify fake news based on links to other news
in the same cluster.

• We utilized a graph neural network to extract post fea-
tures, as it possesses the ability to assimilate information
from neighboring news items in a cluster and to acquire
knowledge regarding news representation through graph
computations.

The remainder of the paper is organised as follows. Section
II briefly reviews the literature of fake news detection. Section
III describes the details of our proposed framework, including
the five components. Section IV reports the experiments we
conducted to study the performance of our technique compared
to the state-of-the-arts. Section V concludes the paper.
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II. RELATED WORK

A. Fake News Detection

As mentioned, there are two main approaches for fake
news classification, namely non-query and query approaches
[1], [2]. In this paper, we focus on query approaches. In
this direction, many studies focus on analyzing the content
of the post, the title, and even the image and video posted,
such as [3]. [4] uses a list of content-based attributes such
as punctuation marks, emoticons, positive or negative words.
[5] leverages the occurrence of rude words or self-pronouns
used in the post as signs of fake news. [6], [7] indicate that
the writing style of the article plays an important role in
expressing the credibility of the article. These approaches do
not include semantic significance and are easily overcome.
[8] studied news content at four levels: vocabulary (lexicon),
syntax, semantics, and discourse, and used a machine learning
model to discover common patterns of fake news. [9], [10]
leverage techniques such as n-gram information retrieval [11]
and word representation learning using Word2Vec [12].

In recent years, there has been more focus on research on
natural language processing for pre-trained models. BERT is
the most popular language model that has been pre-trained.
These models have also been used in fake news detection
research. BERT is used in some fake news detection mod-
els [13]–[15] to classify real or fake news. These studies
leverage semantic, content, and writing style features to build
fake news prediction models to make predictions as soon as a
news article is posted. However, for completely new content
with breaking news or fake writing styles, these models may
be easily overlooked.

B. Kohonen Self Organizing Map

Self-Organizing Maps (SOM), also known as K-SOM [16],
are a variant of competitive learning models that consist of
one- or two-dimensional arrays of nodes or neurons adjusted
according to different input data patterns. In two dimen-
sions, K-SOM typically employs two commonly used grid
topologies, namely rectangular and hexagonal. The primary
objective of K-SOM is to transform arbitrary-sized input data
patterns into a discrete map with fewer dimensions, while
preserving the essential interrelationships among the original
data elements. K-SOM is the popular choice for applications
such as image classification, text clustering, and so on.

Suppose that the input data set consists of n samples
represented as a vector set X = {x1, x2, x3, ..., xn}, where
each vector has p dimensions. The chosen K-SOM has a size
of m, and the weight vector set of the nodes in the network
is denoted as W = {w1, w2, w3, ..., wm}. Corresponding to
each vector xi, the weight vector wj of node j in the K-SOM
also has p dimensions. The K-SOM algorithm consists of the
following steps.

Step 1: Initialize weights for nodes in the K-SOM.
Step 2: Randomly select a point from the input data set,

denoted as xi.
Step 3: Find the winning node wj for the point xi.

The winning node is the node whose weight vector has the
smallest Euclidean distance or the smallest dot product with
the vector of the input data point.

Step 4: From the winning node wj , update the weight
vectors of all nodes in the K-SOM matrix or only a set of
nodes within a predetermined radius from the node wj as the
center (1), which is known as the neighborhood function.
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In (1), t is the t-th iteration step, ↵(t) is the learning rate
function, which decreases after each iteration step, ✓(r) is the
function used to decrease the amount of weight update based
on the distance r from node wk to the winning node wj . The
farther away from the winning node, the smaller the value of
the function, and ✓(r) have the value of 0 when reaching a
certain distance.

Step 5: Repeat Step 2 until the weight vectors converge or
until a specific number of iterations is reached.

III. PROPOSED METHOD

The general architecture of the FANSOG model is depicted
in Fig. 1. We acquire information of labeled posts and perform
feature extraction to extract relevant features. We then use K-
SOM to cluster the posts and form a relation graph from the
resulting clusters. Graph Neural Network is utilized to extract
features from the graph, and finally, an Logistic Regression
Classifier is trained on the graph features, serving as the
ultimate fake news classifier.
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Fig. 1. The general architecture of FANSOG.

A. Feature Extraction
Initially, an article undergoes preprocessing and tokenization

techniques. Once the content has been cleaned and tokenized,
pre-trained BERT-based model are utilized. For this study,
the DistilRoBERTa-base model is employed, which has an
enhanced ability to extract sentence features. This is due to
its training on sentence pairs and utilization of a dataset with
over one billion pairs. Following the feature extraction process
for each token within the sentence, we compute the average
of all token feature vectors to obtain the vector vd

i
associated

with the i
th news article.
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B. K-SOM Construction
Once the dataset of news articles has been processed

through the feature extractor, we obtain a set of n vectors
V = {vd1 , vd2 , vd3 , ..., vdn}, with each vector representing a news
article. The K-SOM, which has a size of k, is chosen, and
the set of weight vectors for each node in the network is
represented as W = {wd

1 , w
d
2 , w

d
3 , ..., w

d

k
}. Vector wd

j
, for the

j
th node in the K-SOM is initialized having the equal number

of dimensions. The distance between vi and wj is computed
by using Euclidean distance.

The SOM algorithm is implemented in its original form, as
discussed in section II-B. The function ↵(t) in (1) represents
the model’s learning rate, while the function ✓(r, t) influenced
by distance and time, which is computed using (2).
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In (2), a0, r0, �a, �r are hyperparameters, and r is the
Euclidean distance from the winning node to the node whose
weight needs to be updated on the K-SOM, calculated using
(3).

r =
q
(xj � xk)2 + (yj � yk)2 (3)

In (3), (xj , yj) and (xk, yk) represent the respective coor-
dinates of the winning node and the node requiring a weight
update on the two-dimensional K-SOM.

C. Graph Construction
Once the K-SOM model has completed training to group

similar texts together, a text classifier is required for the two
categories of news: fake and real. To classify the article, we
proposed a heterogeneous graph employing the similarity of
text nodes and the K-SOM’s node connections, as illustrated
in Fig. 2.
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Fig. 2. The graph constructed from document nodes and K-SOM nodes.

Each feature vector of the i
th document, denoted as v

d

i
,

is represented by a corresponding Document node. Similarly,
the K-SOM weight vector, as mentioned in III-B, is assigned

a K-SOM node for graph construction process. To construct
the graph, we map each document node to its corresponding
K-SOM node. Document nodes belonging to the same point
in the K-SOM are linked to the mapped K-SOM node and
connected to each other to form a sub-graph in two ways:

• (i) Pairwise connect for forming a complete graph
• (ii) Compute the similarity between each pair of feature

vectors for each document node to generate a similarity
matrix with symmetric properties, consisting of values
representing the similarity between each pair of nodes in
the sub-graph. For the threshold parameter �, we select
nodes that are connected if their similarity value falls
within the highest group with a ratio greater than ↵.

As a result, sub-graphs are constructed corresponding to
each K-SOM node. Based on the properties of the K-SOM,
document nodes belonging to neighboring K-SOM nodes share
similar features. Therefore, we suggest connecting K-SOM
nodes according to their original network structure to leverage
this property of K-SOM while aiming to construct a graph
based on text similarity. The similarity between any two
document nodes is computed using cosine similarity. The
graph G construction process is summarized in pseudo-code
in Algorithm 1.

Algorithm 1: Graph Construction Algorithm
Input : fKSOM (·), The list of feature of node post,

The list of feature of node KSOM, Threshold
�

Output: Graph
G Empty Graph
for node KSOM in all KSOM node do

G.Add Node(node KSOM)
for each neighbor node in N (node KSOM) do

G.Create Link(node KSOM, neighbor node)
end

end
for post in all post do

G.Add Node(post)
winning node fKSOM (post)
Add the post in the sub-graph of node KSOM
winning node

end
for node KSOM in all KSOM node do

list post in KSOM  
get list post(node KSOM)
pairwise sim matrix 
pdist(list post in KSOM)
top alpha sim 
top k(pairwise sim matrix,�)

for (node x, node y in top alpha sim do
G.Create Link(node x, node y)

end
end
return G
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D. Graph Encoder

After constructing the graph, we employ the GNNs to
address the node-level classification problem on the graph.
Therfore, we model the feature matrix X and the adjacency
matrix A. The adjacency matrix A is readily derived from
the graph constructed in section III-C. On the other hand,
the feature matrix X is obtained from the vertex features
introduced in section III-C, specifically in (4).

X = {xi 2 Rh
, i = 1, n+ k} (4)

In (4), h, n, and k represent the dimensions of the feature
vectors v

d

i
, the number of documents, and the number of K-

SOM nodes, respectively. To be more specific, the first k rows
of the matrix X correspond to the k weight vectors of the
K-SOM nodes, and the remaining n rows of the matrix X
correspond to the n feature vectors of the n text samples.

1) Neighbor Sampling: For large-scale data problems, sam-
pling is a necessary step in the training process. Due to
the unique sampling process in graphs, we clarify the graph
sampling process using the neighborhood sampling method
introduced in [17]. As the graph derived from section III-C is
a heterogeneous graph, we consider the various relationships
between neighbors based on the characteristics of each vertex.
Specifically, the graph contains three types of relationships:

• “d-d” relationship: The relationship between documents.
• “k-d” relationship: The symmetric relationship between

individual K-SOM nodes and documents.
• “k-k” relationship: The relationship between two nodes

in K-SOM.

Excessive layer stacking or excessive influence hops from
a node in graph neural networks can result in over-smoothing.
Therefore, we must carefully consider the selection of neigh-
boring samples to mitigate this phenomenon. By explicitly
specifying the nature of relationships, the sampling process
can be customized to determine the number of neighboring
samples required for each relationship at each hop.

To leverage the structural connectivity of the K-SOM model,
a target node requires a 3-hop computational graph (corre-
sponding to 3 GNN layers) to learn the feature vector of text
samples located in neighboring K-SOM clusters.

In Fig. 3, it is evident that the sampling process excludes
relationships related to K-SOM nodes (“k-k”, “k-d”) at the
third hop to prevent excessive information aggregation, which
can result in the loss of original information of the target node.

2) GNNs Layer: The feature vectors of each vertex are
updated at each GNN layer. For the FANSOG model, the
GraphSAGE model introduced in [17] was selected to ag-
gregate information from neighboring vertices due to its suit-
ability for recursive problems and robustness with respect to
unseen data. The resulting GNN layers produce representative
vectors for each vertex within the graph. Subsequently, these
representative vectors are fed through a fully connected layer
to classify whether the news article is fake or real.

$
%

&

- .

'
(

)

*

+ ,

(

* ,

) + .
(

%$

1HLJKERU�6DPSOLQJ

*'*

Fig. 3. Neighbor sampling for the target node E.

E. Inference

When a news article necessitates inference, the FANSOG
model assigns the article to a K-SOM cluster. The linking
process between the article and other articles within the cluster
is predicated on the minimum similarity threshold in the . The
process of connecting with K-SOM nodes remains the same
as described in III-C.

IV. EXPERIMENTS

A. Dataset

In this experiment, we employed five standard datasets to
evaluate the FANSOG model’s performance in fake news
detection without using evidence. These datasets consist of
LIAR [18], Fake or Real [19], KDD2020 [20], COVID-
19 [21].

In practical applications, the volume and diversity of news
data sources are continuously increasing. The ability of the
FANSOG model to cluster related news articles together more
closely by utilizing the clustering capability of the K-SOM
map can enhance the efficiency of classifying new articles
by focusing on news articles that are ”close” in proxim-
ity, without considering unrelated news articles with entirely
different content and topics. To closely simulate real-world
scenarios and demonstrate the effectiveness of the FANSOG
model with a large and diverse corpus of news articles,
we created Combination datasets through the convergence of
training datasets from various sources into a comprehensive
training dataset and the integration of testing datasets from
these sources into a unified testing dataset. We developed
two Combination datasets containing different quantities and
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TABLE I
EXPERIMENTAL RESULT ON SYNTHETIC AND STANDARD DATASET

Combination 1 Combination 2 Liar Fake or Real KDD2020 COVID-19
Acc. " F1 " Acc. " F1 " Acc. " F1 " Acc. " F1 " Acc. " F1 " Acc. " F1 "

BERT 0.748 0.742 0.747 0.743 0.605 0.599 0.980 0.980 0.802 0.788 0.838 0.802
BERT-LSTM 0.742 0.741 0.738 0.732 0.612 0.607 0.983 0.983 0.795 0.784 0.822 0.792
FakeBERT 0.747 0.743 0.756 0.739 0.614 0.608 0.978 0.978 0.776 0.769 0.824 0.797
BERT-2 0.750 0.738 0.744 0.731 0.592 0.591 0.997 0.997 0.803 0.786 0.814 0.775
BERT-LSTM-2 0.750 0.746 0.743 0.741 0.603 0.584 0.998 0.998 0.806 0.788 0.810 0.793
FakeBERT-2 0.751 0.749 0.742 0.748 0.607 0.606 0.997 0.997 0.818 0.802 0.811 0.776

FANSOG-Unconnected 0.759 0.754 0.753 0.752 0.611 0.613 0.979 0.978 0.806 0.803 0.836 0.800
FANSOG-1 0.761 0.751 0.769 0.768 0.625 0.619 0.971 0.969 0.810 0.806 0.839 0.814
FANSOG 0.785 0.760 0.778 0.777 0.636 0.628 0.983 0.981 0.823 0.819 0.849 0.824

diverse news articles as follows (note: the dataset names were
assigned by the authors).

• Combination 1: This dataset was created by merging
three datasets, LIAR, Fake or Real, and KDD2020. Al-
though this dataset contains a range of news articles, it
primarily focuses on political and social news since the
three datasets mainly comprise news articles related to
politics and society.

• Combination 2: This dataset was created by merg-
ing four datasets, LIAR, Fake or Real, KDD2020, and
COVID-19. Compared to the Combination 1 dataset, this
dataset has a larger number of news articles and a more
diverse range of topics, including news articles related to
the Covid-19 pandemic in addition to political and social
news.

B. Model Configuration
The hyper-parameters our FANSOG model are set as fol-

lows: Primarily, the threshold parameter � is assigned a value
of 0.5, indicating the selection of edges with similarity scores
falling within the top 50% percentile of the similarity matrix.
To leverage information aggregation from text nodes across
neighboring K-SOM clusters, we adopt a 3-hop aggregation
for this particular problem.

Concerning the neighborhood sampling methodology dis-
cussed in section III-D1, distinct sampling schemes are em-
ployed for each type of relationship:

• “d-d” relationship: sample 10, 5, and 10 neighbors in
each respective hop.

• “d-k” relationship: sample 1, 0, and 0 neighbors in each
respective hop.

• “k-k” relationship: sample 0, -1, and 0 neighbors in each
respective hop.
Here, the value -1 denotes the inclusion of all available
neighbors associated with the given node.

Moreover, the number of K-SOM clusters is determined as
5
p
n, where n represents the total number of data points

present in the dataset.

C. Baselines
To demonstrate the effectiveness of our proposed model

FANSOG, we compare it with several existing method:

• BERT [13]: This model utilizes the pre-trained BERT
model to extract features, followed by passing the [CLS]
token through fully connected layers to classify news.

• BERT-LSTM [15]: This model employs the pre-trained
BERT model to extract features for each token, followed
by using a single BiLSTM layer along with a multi-layer
fully connected classification module.

• FakeBERT [14]: This model utilizes the pre-trained
BERT model to extract features for each token, then ap-
plies multiple one-dimensional convolutional layers with
varying filter sizes and kernel dimensions that slide over
the tokens in the sentence. The author then concatenates
the resulting vectors together, passes them through addi-
tional convolutional layers, flattens them, and feeds them
into a classification module comprised of fully connected
layers.

The present study also aimed to evaluate the efficacy of
the two pre-trained models mentioned in III-A for feature
extraction. In order to achieve this, we tested baselines with the
DistilRoBERTa-base model, which was denoted by appending
a “2” suffix to the model name. For instance, the model
FakeBERT-2 was utilized to indicate that the FakeBERT archi-
tecture was employed, but the content sentence feature extrac-
tion layer was replaced with the pre-trained DistilRoBERTa-
base model. The same naming convention was applied to the
BERT-2 and BERT-LSTM-2 models.

We conducted experiments on variants of FANSOG mod-
els, including FANSOG-1 that used bert-base-cased for fea-
ture extraction, and our FANSOG model that employed
DistilRoBERTa-base. We also investigated the FANSOG-
Unconnected model, which excluded connections between K-
SOM clusters to examine the impact of neighboring clusters
on the current cluster.

D. Experimental Result
The present study reports experimental results on a synthetic

dataset and standard dataset, as summarized in Table I. The
FANSOG model is observed to outperform other models by
leveraging local clustering and learning techniques. For stan-
dard dataset, the FANSOG model demonstrated enhancements
in both accuracy and F1 Macro when compared to contem-
porary text classification models, indicating the efficacy of
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utilizing the similarity between news content within the same
cluster and neighboring clusters to augment the local learn-
ing capability of the model. FANSOG model demonstrated
superior performance by 1% to 3% when utilizing the same
pre-trained model for sentence feature extraction, relative to
the baseline models. However, our FANSOG model exhibited
suboptimal performance in comparison to the baseline models
on the Fake or Real dataset. This observation may potentially
be attributed to the substantial degree of sentence similarity
within the dataset. Therefore, the application of clustering to
reinforce the FANSOG model’s local learning capability did
not result in significant improvements in this specific scenario.

With the synthetic dataset, our evaluation on the Combi-
nation 1 dataset yielded accuracy and F1 Macro scores of
78.47%, and 76.01%, respectively. These metrics exhibit an
improvement of 2% to 3% compared to the state-of-the-art
baseline model, FakeBERT-2. Similarly, on the Combination
2 dataset, the FANSOG model demonstrated superior perfor-
mance by 2% to 4% compared to other contemporary models.

The presence of inter-cluster connectivity in K-SOM is
essential for effectively synthesizing information from news
articles with similar content, as such articles may not neces-
sarily belong to the same K-SOM cluster. The results have
demonstrated the crucial role of inter-cluster connectivity,
as evidenced by the markedly inferior performance of the
FANSOG model without connectivity in comparison to the
FANSOG model with connections.

V. CONCLUSION

In this study, we introduced the FANSOG model which
is designed to improve local learning and reduce noise en-
countered by independent text classification models through
analyzing connections between news articles. Our experimen-
tal results demonstrate that the FANSOG model achieves
promising performance on synthetic datasets, indicating its
potential effectiveness in real-world applications. However,
this model has some limitations. Firstly, it is not an end-to-end
model as it requires training a K-SOM layer before the graph
neural network layers. We resolved the issue by substituting
K-SOM with an end-to-end module, capable of establishing
relationships among articles. This can be achieved through a
link prediction model based on graph neural networks, as well
as the utilization of knowledge graphs not reliant on feature
extraction. Secondly, in some cases, the subgraph of each K-
SOM node may exhibit low correlation, which could introduce
noise in the learned information and lead to erroneous pre-
dictions. Hence, further investigations to the FANSOG model
may be necessary to mitigate these limitations effectively.
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