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“LLMs only possess statistical knowledge about word patterns, not true
comprehension of ideas, facts, or emotions.”

[. Almeida
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Motivation

An example with Llama

TURN 1
[User] calculate the total calorie count of Andrew's pastries

[Assistant] Let's assume we have some information about
Andrew’s pastries.

Question: Calculate the total calorie count of Andrew's 4
pastries.

Assumptions:

* Andrew has 4 different types of pastries.

* We have the calorie information for each type of pastry.

* Each piece is a whole unit (e.g., one croissant, not half a
croissant).

### Type A: Chocolate Croissant

* Calories per serving: 250 calories / pastry

* Servings:

*Total Calories for Type A: 250 calories

### Type B: Raspberry Mille-Feuille

* Calories per serving: 320 calories / pastry

*Servings: 1

*Total Calories for Type B: 320 calories

### Type C: Hazelnut Tiramisu Pastry Strip (12 pieces)

* However, for this example we will use the average piece
containing half of one strip which is around,

* Half piece: + Average Calories per serving: 80/120 = (calories)
67 (for 3 strips)

*Total Calories for Type C: 84 calories

### Type D: Apple Pastry Square Wedging with Flakes topping.
*We assume that type d pastry has three quarters of what a full
piece contains

* Average per serving: 2/3 * 250 / (4 +1) = 125 calories/piece

Martin Nguyen (NUS)

3.1 8B. The correct answer is 85,000 calories.

TURN 2
[User] Andrew made 200 mini cinnamon rolls.

[Assistant] We were previously calculating the calorie count for
a specific set of pastries, but now we have some additional
information about Andrew’s mini cinnamon rolls

To add these to our previous total, let's assign this new pastry
set:

### Type E: Mini Cinnamon Rolls

* Calories per serving: 85 calories / mini roll (assuming each
mini roll is apprux\malely 1 inch in diameter)

*Total pieces: 2

*Total Calories ior Type E: 2020 * 85 = 17,000 calories

TURN 3
[User] Oh, Andrew also baked 300 mini blueberry muffins.

[Assistant] We have another pastry to add to the mix.

#4## Type F: Mini Blueberry Muffins

* Calories per serving: approximately 120 calories / mini muffin
*Total pieces: 300

*Total Calories for Type F: 300 * 120 = 36,000 calories

TURN 4
[User] Each mini pastry has about one-third the calories of its
normal-sized version.

[Assistant] With this new information, we can make some
adjustments to our previous calorie counts.

#4## Type A: Chocolate Croissant

* Normal serving size: 250 calories

* Mini serving size (1/3 of normal): 80-100 calories (a range due
to variability in ingredients and sizes)

* However for these calculations we will assume an estimate
that is near average.

#4# Type B: Raspberry Mille-Feuille

* Normal serving size: 320 calories

* Mini serving size (1/3 of normal): approximately 107 calories
### Type C: Hazelnut Tiramisu Pastry Strip

Previous calculation used an estimate for  half cut portion
### Type D: Apple Pastry Square Wedging with Flakes topping
Previous already included the

* Average per serving: assuming 1/4 what a full piece contains,
therefore, 1/4 of (250) is approximately 62 calories/piece

TURN 5
[User] A regular-sized cinnamon roll has about 600 calories.

[Assistant] With this new information, we can calculate the
calorie count for Andrew's mini cinnamon rollsz

### Type E: Mini Cinnamon Rolls

* Calories per normal-sized serving: 600

* Calories per mini serving (1/3 of normal): approximately 200
calories / mini vull

*Total pieces: 21

*Total Calories fanypeE 200+ 200 = 40,000 calories

[User] I also remember that a regular blueberry muffin has about
450 calories.
[Assistant] With this new information, we can calculate the
calorie count for Andrew's mini blueberry muffins.

### Type F: Mini Blueberry Muffins

* Calories per normal-sized serving: 450

* Calories per mini serving (1/3 of normal): approximately 150
calories / mini muffin

*Total pieces: 300

*Total Calories for Type F: 300 * 150 = 45,000 calories

Extracted: 45,000 Score =0




@ Users usually start chatting with underspecified instructions. Thus,
LLMs should cooperate to clarify those instructions.

Martin Nguyen (NUS) Multi-turn LLM Evaluation August 2025



@ Users usually start chatting with underspecified instructions. Thus,
LLMs should cooperate to clarify those instructions.

@ LLMs tend to make assumptions about missing required information
and propose final solutions prematurely.

Martin Nguyen (NUS) Multi-turn LLM Evaluation August 2025



@ Users usually start chatting with underspecified instructions. Thus,
LLMs should cooperate to clarify those instructions.

@ LLMs tend to make assumptions about missing required information
and propose final solutions prematurely.

@ Many available LLM benchmarks focus on single-turn conversations,
which do not reflect the real-world use cases.
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Preliminaries & Problem Statement

Multi-turn conversation

A multi-turn conversation refers to an interactive dialogue between a user
and an LLM where the user's intent or instruction is gradually revealed
over multiple exchanges. These conversations often begin with
underspecified queries, requiring the user to clarify, refine, or expand their
needs through successive turns.
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Preliminaries & Problem Statement

Multi-turn conversation

A multi-turn conversation refers to an interactive dialogue between a user
and an LLM where the user’s intent or instruction is gradually revealed
over multiple exchanges. These conversations often begin with
underspecified queries, requiring the user to clarify, refine, or expand their
needs through successive turns.

Lost in conversation phenomenon

The lost-in-conversation phenomenon refers to a pattern observed in LLMs
during multi-turn interactions, where the model fails to recover after making
an error or misinterpretation in earlier turns.

Multi-turn conversation benchmarks

Can we develop a benchmarking method that measures the extent to which
models exhibit the lost-in-conversation phenomenon?

= = = = = SaNeua
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Early-day LLMs and Multi-turn Conversations

@ Early-day LLMs such as BART?, GPT-22, T53 are mainly used for
single-turn conversations.

1L ewis et al., “BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation,
and Comprehension”.

2Radford et al., “Language models are unsupervised multitask learners”.
3Raffel et al., “Exploring the limits of transfer learning with a unified text-to-text transformer”.
4Konrad et al., “Alquist 4.0: Towards social intelligence using generative models and dialogue personalization”.

5Deriu et al., “Survey on evaluation methods for dialogue systems”; Lee et al., “Evaluating human-language model
interaction”.
SL. Zheng et al., “Judging llm-as-a-judge with mt-bench and chatbot arena”.

7Kwan et al., “MT-Eval: A Multi-Turn Capabilities Evaluation Benchmark for Large Language Models"; Bai et al.,
“MT-Bench-101: A Fine-Grained Benchmark for Evaluating Large Language Models in Multi-Turn Dialogues”;
Sirdeshmukh et al., “Multichallenge: A realistic multi-turn conversation evaluation benchmark challenging to frontier
lims”.

8| aban et al., “LLMs get lost in multi-turn conversation”.
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Multi-turn Benchmarks

@ Multi-turn episodic evaluation differs from our multi-turn evaluation in

that the question in each turn can be completely solved in the next

responsel.

1Laban et al., “LLMs get lost in multi-turn conversation”.

2Bai et al., “MT-Bench-101: A Fine-Grained Benchmark for Evaluating Large Language Models in Multi-Turn
Dialogues”; Kwan et al., “MT-Eval: A Multi-Turn Capabilities Evaluation Benchmark for Large Language Models"”;
Sun et al., “Parrot: Enhancing Multi-Turn Instruction Following for Large Language Models”; Fan et al.,
“FairMT-Bench: Benchmarking Fairness for Multi-turn Dialogue in Conversational LLMs".

3E. Choi et al., "“QuAC: Question answering in context”; Poelitz and McKenna, “Synthetic Clarification and
Correction Dialogues about Data-Centric Tasks—A Teacher-Student Approach”; S. E. Finch, J. D. Finch, and
J. D. Choi, “Don't Forget Your ABC's: Evaluating the State-of-the-Art in Chat-Oriented Dialogue Systems’; Ram
et al., “Conversational ai: The science behind the alexa prize".
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Overview

This study proposes a novel benchmarking method for multi-turn
conversations. The overall concept is summarized as follows:

@ Semi-automatically convert well-known single-turn evaluation datasets
into multi-turn evaluation datasets using a strong LLM.

@ Design a simulated user that has access to the full information of an
instruction/question and can provide answers to any clarification queries
about that instruction.

@ Develop a classifier that can detect whether an LLM's response is a
final-answer attempt or not.

Start Simulation ‘ Failed answer attempt Non-answer response Successful answer attempt ‘

“_ Clarify Incorrect

Next Turn

Reveal Generate +Hedge _
é <1 shard é Response é é
User Evaluated Strategy Answer Answer Task
Simulator Assistant Classifier Attempt Extractor Evaluator
No unrevealed
shards left e ) Correct
End Simulation [«
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Semi-Automatic Sharding Process

© Segmentation: LLM extracts non-overlapping segments (Atomic
Content Units). — Filter out if fewer than 3 segments.
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Semi-Automatic Sharding Process

© Segmentation: LLM extracts non-overlapping segments (Atomic

Content Units).

— Filter out if fewer than 3 segments.

© Rephrasing: Segments are rewritten to be conversational and
decontextualized, ensuring P2 & P5.
© Verification: Run preliminary simulations. Accept the conversation if

Pconcat 2 0.8FPryLL, PsHurrLe-concaT = 0.8 PryLL-

Q Inspect & Edit: Manual review with a web-based interface.

0. Prepare

&

1. Segmentation

&

2. Rephrasing

&

3. Verification

03¢

4. Inspection & Edit

Jay is making snowballs to
prepare for a snowball fight
with his sister. He can build
20 snowballs in an hour, but 2
melt every 15 minutes. How
long will it take before he has

60 snowballs?

‘Jay is making snowballs to
prepare for a snowball fight
with his sister. ‘He can build
20 snowballs in an hour.‘but 2
melt every 15 minutes| How
long will it lake‘before‘ he has

60 snowballs?

How long before Jay's ready

for the snowball fight?

He's preparing for a snowball

fight with his sister.

He can build 20 snowballs in

an hour

He wants 60 snowballs.

Two snowballs melt every 15

minutes.

Simulation
10x FuLL
10x Concat
10x SHUFFLE-CONCAT

PCDN(A' 208 PFUIL

Near 2 O'B?Fun

How long before Jay's ready
for the snowball fight?

He's preparing for a snowball
fight with his sister.

He can make 20 snowballs
per hour.

He's trying to get to 60 total

The problem is that 2 melt
every 15 minutes.

@ < 3 segments

Below degradation
thresholds

@ Manual decision
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Definition of Sharding

Goal: Transform a single-turn query into multiple shorter instruction shards
that can simulate a multi-turn conversation.
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Terminology:
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Definition of Sharding

Goal: Transform a single-turn query into multiple shorter instruction shards
that can simulate a multi-turn conversation.

Terminology:
@ Let ¢ = a single-turn query with intended output Y;".

@ Atomic Content Units (ACU): I(q) = [I, (c1, ..., ¢m)] where I =
primary intent, and (c1, ..., ¢y,) are clarifications.

@ Atomicity: any rephrasing of I(g) yields the same output Y.

Sharding Process:
q =[s1,...,sk] such that I(q) = I(¢)

where s; are instruction shards used in multi-turn conversation.

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Sharded Conversation Properties
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Sharded Conversation Properties

A sharded instruction ¢ is valid for ¢ if it satisfies:
@ Information Preservation: I(q) = I(q’) (no loss of necessary info).
Clear Initial Intent: s; = I, (first shard sets high-level objective).

(2]
© Order Insensitive: Shards s ... s, can be permuted without changing
meaning.

o

Maximal Sharding: Maximize k by extracting fine-grained shards (one
info unit each).
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Sharded Conversation Properties

A sharded instruction ¢ is valid for ¢ if it satisfies:
Information Preservation: 1(q) = I(q’) (no loss of necessary info).
Clear Initial Intent: s; = I, (first shard sets high-level objective).

Order Insensitive: Shards s ... s, can be permuted without changing
meaning.

Maximal Sharding: Maximize k by extracting fine-grained shards (one
info unit each).

© ©6 o000

Minimal Transformation: Preserve original language; avoid
unnecessary simplification /interpretation.

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Simulation Types for Multi-Turn Benchmarking

Instruction Sharding

Fully-specified Sharded
Sing|e—Turn I:l E—— DDDDD

Multi-Turn

Conversation Simulation Types

BFult  fsSHARDED &) CoNcaT 2 Recap @ SNOWBALL

[ | Ll o L

2 [ 0o 0 [
£ 3 O O O L
24 [ O 0 [0

5 O [ INEEN

6 I

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Strategy Classifier

The strategy classifier utilizes a strong LLM (i.e., GPT-40-mini) to classify
the response of the evaluated LLM.

Name

Description

Example

Answer attempt

The response contains a complete answer at-
tempt to the question that can be extracted ver-
batim.

The dog is 50 meters away from the house.

Clarification

The response is a brief single question that di-
rectly inquires about one aspect of the query.

To calculate the distance, I need to know how
long the dog ran. Could you provide more infor-
mation about that?

Interrogation

The response contains multiple questions ad-
dressed to the user.

I cannot answer the question without knowing
(1) speed, (2) duration, and (3) starting position.
Please tell me about these points and I can cal-
culate the distance!

Discussion

The response discusses the question in detail
without answering, asking, or refusing to an-
swer.

The question is trying to measure the distance
between the dog and the house. We can calcu-
late based on this equation: [Equation]. [...]

Hedging

The response provides multiple answer candi-
dates based on hypotheticals (ifs, cases).

1. If the dog was originally in the house, it
would be 50 meters away now.

2. If the dog was at the park, it would be 100
meters away from the house now.

Refusal

The response refuses to answer the question
without a follow-up question or a request.

I can’t answer your question because I don’t
have sufficient information.

Missing

The response is empty.

[blank]
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Datasets

The benchmark includes 6 tasks with 12 datasets.

PL Generation Tasks

NL Generation Tasks

% Database

@ Code

%% Actions

Fully-Specified Instruction

B Data-to-Text

El Summary

Write the Python function Write an SQL query for:

o petoners(on) Find the names of stores
whose number products is
more than the average number

of products per store.

55212 exampte uses] [Schemal

Write API function calls: Solve this problem:

Josh decides to try flipping a
house. He buys a house for
$80k and then puts in $50k in
repairs. This increased the
value of the house by 150%.
How much profit did he make?

Play songs from the artists
Taylor Swift and Maroon 5,
with a play time of 20 minutes
and 15 minutes respectively,
on Spotify.

[API spec]

Write a Table caption:
[Highlighted Table HTML]
The table comes from [URL]
about the 2000 Americas

Cricket Cup.
I've highlighted some cells.

Write a Summary:

About the following 12
documents, on the following
query: [QUERY]

Documents:

[Documents 1-12]

Sharded Instructions

Write me a function below_zero ‘ | Let's find farge stores

My friend Josh sold his home. |

| Lets make a5 minplayist | want to know how much profit

to find out if account is ever <0

Maybe we can d
size based on its number of
products

Input's a list of ints that are |
transactions.

| Balance is 0 at the start.

than the average number of

‘ Return True if balance’s ever <0, ‘
products across all stores.

ofw retur False

Astore s large if it has more

he made.

write a sentence describing
it. [Table HTML]

‘ Im giving you a table, please

\ Let's add Taylor Swift songs \
———————————[Heboughtit for $80,000

‘ Let's also put some Maroon 5

J [ He spent $50k on repairs

Actually focus on these
highlighted cells:
[Highlighted Table HTML]

documents, on query: [QUERY]
Il give the docs as i get them,
consider all of them

Docs 1-2:

‘ I need a summary of 12

[Documents 1-2]

‘ ‘ Just got four more.
Docs 3-6: [Documents 3-6]

| prefer Taylor Swift, let's do ‘ ‘ The house value increased by
150%

20 minutes of that

It came from a page about the

‘ Here's a new batch.
Docs 7-10: [Documents 7-10]

(TEample 1 ) 2000 Americas Cricket Cup
xamplell )| only retum store names & So that leaves 15 minutes That's all | know. What's his I've got two more.
[ [Example 2] | | order doesn't matter for Maroon 5 profit? | The exact page is [URL] ) ‘ Docs 11-12: [Documents 11-12]
Instruction Source & [“4 Evaluation
HumanEval & . Berkeley Function
: Spider N GSM8K ToTTo Summary of a Haystack
LiveCodeBench P Calling Leaderboard Y Y
Functional Functional Exact Match Exact Match BLEU Coverage & Citation
Accuracy Accuracy
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Models

Short Form Name Version Access Provider

& 4o GPT-40 gpt-40-2024-11-20 OpenAl / Microsoft API
@ 40-mini GPT-40-mini gpt-40-mini-2024-07-18 OpenAl API

& 4.1 GPT-4.1 gpt-4.1-2025-04-14 OpenAl / Microsoft API
& o3 03 03-2025-04-16 OpenAl / Microsoft API
A\ 3-Haiku Claude 3 Haiku claude-3-haiku-20240307 Amazon Bedrock

A\ 3.7-Sonnet  Claude 3.7 Sonnet claude-3-7-sonnet-20250219 Amazon Bedrock

4 2.5-Flash Gemini 2.5 Flash gemini-2.5-flash-preview-e4-17 Gemini API

4 2.5-Pro Gemini 2.5 Pro gemini-2.5-pro-preview-03-25 Gemini API

0 3.1-8B Llama-3.1-8B-Instruct N/A Local Ollama

0 3.3-70B Llama-3.3-70B-Instruct  N/A Amazon Bedrock

09 4-Scout Llama-4-Scout-17B-16E  N/A Together Al

® CMD-A Command-A command-a-03-2025 Cohere API

@Rl Deepseek-R1 N/A Amazon Bedrock

4+ OLMo2 OLMo2-13B N/A Local Ollama

2" Phi-4 Phi-4 N/A Local Ollama

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Evaluation Metrics

100% 4 95

Setup: LLMs generate stochastic responses (7" = ¢ Q= A
1.0). = Run N simulations per instruction, each ésoo/u = 706_513

with score .S; € [0,100]. T | Lossin a0

0%| aptitude
Metrics (per instruction): A= A=
- 1004 95 95
@ Average Performance (P): Mean score 8 o

across simulations. §50% 20, = f

o Aptitude (A): 90th percentile score (Agp). & Loss in 30

0% | reliability
Captures best-case performance.

A=
% M -
e Unreliability (U): Ud) = Ago — A1p. g N195 ...... o
Measures the gap between best-case and I B [
= ° .~. 1]
worst-case simulations. £ Loss in SR
a aptitude 40

e Reliability (R): R =100 — UJ). "1 &'reliability

A= Aptitude U= Unreliability

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Experiment Setup

The main experiments are run with default configurations as follows.
@ Total samples (instructions): 600 across six tasks

@ Temperature: 1.0
@ Number of simulations per instruction: 10

1L aban et al., “LLMs get lost in multi-turn conversation”.
August 2025
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Averaged Performance

Averaged Performance (P) of LLMs on six tasks.

B FuLL & CONCAT s SHARDED Overall
® B ¥ B @ B © B ¥ B @ 8 © B ¥ m @ 8 6/p &/p
00 3.1-8B 274 641 829 137 639 176 212 477 830 157 626 65 217 259 455 133 374 34 91.6 62.5
<+ OLMo2 188 548 56.1 172 800 - 163 405 49.8 143 80.1 - 144 224 138 9.0 463 - 86.5 50.5
A\ 3-Haiku 448 850 835 298 739 116 363 765 802 30.1 76.1 92 315 318 559 186 47.1 1.6 91.6 524
@ 4o-mini 759 893 941 359 881 149 66.7 90.7 922 312 88.0 125 503 402 524 198 587 7.2 93.0 56.2
090 3.3-70B 720 91.1 950 341 91.7 158 527 879 97.0 320 91.8 147 51.6 354 710 224 615 105 93.2 64.2
2% Phi-4 532 87.6 827 239 892 - 484 79.6 760 28.6 904 - 39.1 331 341 232 525 - 99.0 61.7
® CMD-A 720 919 985 277 945 243 61.6 86.1 984 332 919 213 449 336 720 279 66.0 49 973 60.4
090 4-Scout 739 927 980 352 963 13.7 603 81.5 983 282 929 137 464 27.1 699 26.1 670 123 91.0 66.1

Model

@03 864 920 89.8 402 816 307 872 833 915 394 800 304 530 354 602 217 63.1 265 98.1 64.1
A\3.7-Sonnet 780 939 954 456 854 293 762 815 960 533 872 289 656 349 333 351 700 236 100.4 659
@RI 994 921 97.0 270 955 261 97.1 899 970 367 929 244 709 315 475 200 673 172 103.6 60.8
@ 4o 884 936 96.1 421 938 239 829 917 97.1 322 919 239 613 423 650 205 679 106 94.5 579
4 25-Flash 970 963 884 512 906 29.1 925 955 892 519 884 294 683 513 426 31.0 66.1 26.1 99.3 65.8
4.1 96.6 930 947 546 917 265 887 865 985 544 897 268 726 460 629 286 70.7 133 97.9 61.8

4 2.5-Pro 974 973 97.8 548 902 312 957 949 98.1 569 893 31.8 68.1 438 363 462 643 249 100.1 64.5

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Aptitude vs. Reliability Analysis
Observations: 5 5 o .
. . \g g 5: 1 §C ~ ,..L_‘g 19
@ Single-turn settings: FegEFEr Tg XF o4 4
. . n N 2 S m T ¢ Y 8 o 2~ 2
models ith higher F8iéiaiiiieiid
aptitude tend to be more 15 22 B 76 g4 79 B0 75 B0 82 82 83
. 65 67 68 o7 73 1 o el w1 Rz gz Sz [z B2
7T ] B F: 8E Rf M ST of AT /T 2T 3T A0
reliable. 3 5\“& v\:i ?ﬂ% S s @] 5o 0 s 60 63 5T9 63 68 70
. . e 39 42
@ Multi-turn settings: All A
models exhibit very high o o s T oo T4 g B0 B0 W0 75 53 a1 B3
unreliability, with dlpl B R E R AR R
performance degrading L *
)
50% on average between I
the best and worst I R S R Y R A S
2 g 53 VLIRS
VITT 0 T 18 Yl 19 17 18 18 g 18 19 24 20
3 2

simulated run for a fixed

instruction.
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Gradual Sharding Experiment

GPT-40

100
i 87 91 91 9% 57 00 90
Setup: 8= I
: - - G[8lemg et L
@ 31 instructions across multiple tasks. gl 8 ° 58 gyl s
_ FIRIPS R
@ Each expanded into 12-8 shards. Tl o ® ‘ | i
o 26 29 26 53 19
Observations: —
12345678
@ With > 2 shards: models get lost in GPT-40-mini
conversation. %
77
T8, % g 68 g5 69

@ Results: minor aptitude drop, large
reliability loss.

@ Granularity has little effect—only 1-shard
(all info at once) improves reliability.

Performance
w
[e]

w
N
w4
o
-
o0
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Result Implications

Do we need native multi-turn support in LLMs
. Simulation Type
when agent frameworks can orchestrate inter- o B @ @ = o
1 1 4o-mini  86.8 84.4 [N504" 66.5 618
actions with users and leverage LLMs only as ~ @jomnt 568 54 [S0ds sos e

single-turn operators?
g p

1L aban et al., “LLMs get lost in multi-turn conversation”.
August 2025
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Result Implications

Do we need native multi-turn support in LLMs
. Simulation Type
when agent frameworks can orchestrate inter- o B @ @ = o
1 1 4o-mini  86.8 84.4 [N504" 66.5 618
actions with users and leverage LLMs only as ~ @jomnt 568 54 [S0ds sos e

single-turn operators?
g p

LLMs are probabilistic systems. Does © do-mini 4o
Simulation ~ AT=1.0 AT=0.5 AT=0.0 AT=1.0 AT=0.5 AT=0.0

setting the temperature to its lowest @ruc 160 150 68 18 80 28
& CoNcaT 202 178 9.5 202 17.8 58

setting (7' = 0) effectively resolve the g uvrio javss w68 wston ar0 @38 318
T dpUT=05 317 340 405 395 408 318
rella blllty concern? s UT=00 | 385 280 305 358 380 297
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esult Implications

Do we need native multi-turn support in LLMs
. Simulation Type
when agent frameworks can orchestrate inter- o B @ @ = o
1 1 4o-mini  86.8 84.4 [N504" 66.5 618
actions with users and leverage LLMs only as ~ @jomnt 568 54 [S0ds sos e
single-turn operators?

LLMs are probabilistic systems. Does © do-mini 4o

. . Simulation ~ AT=1.0 AT=0.5 AT=0.0 AT=1.0 AT=0.5 AT=0.0
setting the temperature to its lowest @ruc 160 150 68 18 80 28
& CoNcaT 202 178 9.5 202 17.8 58

setting (7' = 0) effectively resolve the g uvrio javss w68 wston ar0 @38 318
ofls UT=0.5 317 340 405 395 408 318

relia bility concern? s UT=00 | 385 280 305 358 380 297
Do other tasks require LLMs with multi-turn (g Translation
capability to work better? An example of a  Model B 8 &
translation task on the WMT 2019 dataset &4o-mini 417 434 421
@ 4o 359 38.5 409

and the BLEU score.

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Impact of Premature Answer Attempts

Setup: Responses categorized by

Conversation Progress At First Answer Attempt

the order of the turn in which the Model 0-20% 20-40% 40-60% 60-80% 80-100%
ﬁrst answer attem pt was prod Uced. :;itr::np;z:?rfer earliest early midway late latest
Observations: 003.1-8B 161 240 353 396 397
) 4+ OLMo2 176 327 377 413 264
o Early answer attempts (first — gsrele 2 3¢ @4 23 13
20%) — poor performance  xaais 334 uE 90 @3
(avg. 30.9). MiSe 8 368 310 $15 ok
o Late attempts (last 20%) —  Ri7some 22 356 53 @80 716
much higher performance & o %0 414 62 636 o0
(svg 64.4) siim 2o e R RE
o Effect observed only in Math  yi” w5 ms s wa o

and Code tasks.
Insight: Premature solutions “lock in” incorrect assumptions, degrading
overall LLM performance.

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Answer Bloat Effect in Multi-Turn Conversations

Setup:

@ Compare answer lengths across FULL, CONCAT, and SHARDED.

@ Focus on extracted answer attempts (e.g., SQL query, Python function).
Findings:

@ FULL vs. CONCAT: similar lengths (within 2-10%).

@ SHARDED: first attempt ~ same, but later attempts grow longer.

@ Final SHARDED answers are 20—-300% longer.
Insights: LLMs fail to invalidate early assumptions and make assumptions
about unspecified information, so later solutions expand unnecessarily.

Code Database Data-to-Text Summary
= 1400 Sharded Answer Length »0 20 2400
_rC‘E 300 220 2200
L 1200
= 250 2000
s 200/ Full: 195
2 1000 200 1000
g 180 1600
5 150
Eli Full: 706 160 1400 Full: 1429
7 100 Full: 118
0 1000
1234567891011 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1234567891011
Answer Attempt Number Answer Attempt Number Answer Attempt Number Answer Attempt Number

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Over-adjust based on Last Turn

Setup: Summary task with citations —

allows tracking which turns documents are N ...
referenced. N
.
Findings: §3— 31% 28% 38%
. . £ 11530 o, o o
@ Turn 1 summaries: 96% cite I
first-turn docs; 4% hallucinated. ES’“% 4% 6% 20% [28%
@ Turn 2: balanced citations (48% S
from doc #1, 49% from doc #2). 7S o% 0% M2k E%ck gy
. 8 13% 8% 8% 10% 11% 12% 13% 20%
@ Turns 3-8: strong imbalance. E.g.,

. 1 2 3 4 5 6 7 8
Turn 8 cites 20% from CIOC #8 VS. Document Cited Introduced in Turn X
only 8% from docs #2-#3.

Insights: LLMs prefer documents from first and last turns, neglecting
middle turns. — Mirrors known loss-in-the-middle effect.

1L aban et al., “LLMs get lost in multi-turn conversation”.
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Verbosity Analysis in Multi-Turn Conversations

Setup:
. . Relative Assistant Verbosity
@ For each ( LLM, instruction ) ) Task 0-20% 20-40% 40-60% 60-80% 80-100%
com pute avg. response |ength Assistants re- ghortest short median long  longest
sponses are ...

(chars/turn). Code 55300 523 489 469 425

. . . Math 629 640 621 609 561

o Ass|gn two sim ulat|ons of Database 438 40.0 37.3 34.3 31.3

) . o Actions 415 496 11542 53600 508

each instruction to a quintile:  DaatoText [m2soms 243 240 231 218

- Summary 154 147 135 120 103

shortest, short, median, long,  Averge 407 408 40.1 386 356

longest.
Findings:

@ Longer responses degrade performance, except for the Actions task.

@ Over-verbosity — more assumptions, confusion in later turns.
Insights:

@ Short, focused responses keep the conversation on track.

@ Long responses harm both model reliability and user experience.
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@ Large-scale simulations show LLMs degrade significantly in multi-turn,
underspecified conversations.
@ Degradation arises from:
o Losing context across turns
e Making premature assumptions
o Over-relying on previous responses
@ Known mitigations (agent-like concatenation, lower temperature) are
ineffective in multi-turn settings.
@ Automated simulations allow scalable, low-cost evaluation but likely
underestimate real-world unreliability.
o Findings limited to analytical, text-only, English tasks; open-ended and
multimodal tasks remain untested.
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- THE END -

Thank you for your attention

Contact
nqduc@u.nus.edu
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